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Significance
• Convolutional neural networks (CNNs) have been 

applied to many inference tasks in population genetics 
but it is often unclear which data features contribute to 
the reported performance. 

• We designed a suite of scramble tests motivated by 
population genetic understanding of genomic data to 
provide biological interpretations for and to better 
evaluate the efficacy of CNN learning. 

Method
• We investigated a CNN that infers 5 demographic 

history parameters (population sizes N0, N1, N2 and 
times T1, T2) of a 3-epoch model, and a CNN that 
classifies genomic regions into 3 classes: under 
neutrality (S=0), under weak to moderate selection 
(S=200), and under strong selection (S=400). 

• We reproduced all simulations, CNN training, and 
testing per the original published work. We then 
performed various levels of scrambling on the original 
simulated test data, where each level disrupts known 
genomic data features, before challenging the original 
CNNs with each level of scrambled test data. 

Results
• With the original test data, we achieved performance 

similar to the reported results in the published studies. 
• To disrupt short-range linkage disequilibrium (LD), we 

randomly shuffled all columns of segregating sites in the 
genomic data image. This perturbation has little effect on 
the performance of the two CNNs, suggesting a minimal 
contribution of short-range LD patterns to CNN learning. 

• To disrupt long-range LD, we randomly shuffled entries 
within each column after shuffling entire columns as in 
scramble test 1. The selection CNN is very sensitive to this 
disruption, as performance completely breaks down with 
all-neutral classifications. In contrast, the demographic 
inference CNN remains relatively robust even though 
performance decreases more noticeably than in test 1. 

• To disrupt the allele frequency spectrum (AFS) pattern, we 
randomly shuffled all entries. The demographic inference 
CNN performs significantly worse, indicating that AFS 
signal has a high impact on CNN learning for this task. 

• In tests 4 & 5, grouping distinct allele entries into one 
block alters the average allele frequency across sites 
compared to test 3, since most sites (columns) here will 
have an extreme allele frequency (0 or 1). Test 4 further 
breaks down the demographic inference CNN’s 

performance and causes the selection CNN to exhibit a bias 
toward strong selection as opposed to neutrality as in test 3. 

• For CNNs that have zero-padding as a data preprocessing 
step (e.g. the demographic inference CNN), the position of 
the distinct allele block with respect to the padding dictates 
whether the total segregating sites boundary is preserved in 
the genomic data image. The demographic inference CNN 
performs much worse on test 5 compared to test 4, 
demonstrating the importance of this boundary to the CNN.
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